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Task: Sentence Acceptability

Target Feature: Subject-Verb Agreement
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Task: Sentence Acceptability

Target Feature: Subject-Verb Agreement
Spurious Feature #4: Closest Noun Agreement

N
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Implications: Innate structure from non-language pre-training?
E.g., objects and agents by modeling the physical world?



Thank you!



